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Abstract

Possible application of a new neural network suitable
for binary factorization of signals of large dimension and
complexity is introduced. We developed the new recall pro-
cedure of Hoppfield-like associative memory which allows
search all attractors corresponding to factors (a true attrac-
tor). Necessary separation of spurious attractors is based
on calculation of their Lyapunov function. Being applied to
textual data the procedure allows to reveal groups of highly
correlated words (factors) which frequently occur in docu-
ments jointly and represent topics of that documents.

1. Introduction

Factor analysis is one of the most efficient statis-
tical method to overcome information redundancy of
high-dimensional data set. Factors extraction is a proce-
dure which maps objects from original space variables into
the space of factors. One particular form of nonlinear fac-
torization is a binary one, where a complex vector signal
(pattern) has a form of the Boolean sum of weighted bi-
nary factors:

X =
∨

Slf l. (1)

In this case, original signals X, factor scores Sl and factor
loadings f l are binary, i.e. its components possess the val-
ues 0 or 1.

It was a challenge for us [Frolov et al., 2004] to utilize
binary factorization of Hopfield-like? [Hopfield, 1982] neu-
ral network with parallel dynamics because it has a lot of
similarities with the iterative procedure [Kinzel, 1985] for

linear factorization. But there is a peculiarity that we have to
solve. According to our paradigm, the network is learned by
signals from original space. During learning phase attrac-
tors of two types are created in the energy landscape- true
(corresponding to factors) and spurious (araising as a learn-
ing byproduct). So we had to develop a procedure to sepa-
rate true attractors which are corresponding to factors from
spurious ones. Another principal requirement on developed
method is that factors are are supposed to be found suffi-
ciently fast even if we have no a priory information about
them, and much faster if we have. Starting from random ini-
tial state, network activity stabilizes in some attractor which
corresponds to one of factor or spurious state.

This convergence is very fast: the most strong fac-
tors could be revealed for only several iteration steps.
To separate true and spurious attractors we found pro-
cedure based on calculation of their Lyapunov func-
tion [Goles-Chacc and Fogelman-Soulie, 1985]. Unlearn-
ing of already found factors prevent against their re-
peated retrieval. Some background on this topic can be
found in the work [Frolov et al., 2003].

2. Hopfield network

The neural network under consideration consists of N
neurons of the McCulloch-Pitts type (integrate-and-fire bi-
nary neurons) with gradually ranged synaptic connections
between them. Only a fully connected case is considered
here.

Network is trained by a set of M patterns which are sup-

posed to have the form Xm =
L
∨

l=1

βm
l f l, where f l∈ BN

n
1
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are L factors (N dimensional vectors) and for every m-th
pattern βm

l ∈ BL
C it is a corresponding factor scores vec-

tor. As follows from the definition every factor contains ex-
actly n = Np ones. Every complex pattern Xm contains
in turn exactly the C factors, so it is quite natural to call
the complexity of the pattern as C, i.e. as number of fac-
tors which are included in pattern. We assumed factors and
factor scores to be statistically independent. In a limit case
C = 1 patterns become pure factors and we obtain an ordi-
nary Hopfield case.

2.1. Learning procedure

The connection matrix J of this network is a covariation
matrix of input signals obtained by using the correlational
Hebbian learning rule:

Jij =
M
∑

m=1

(Xm
i − qm)(Xm

j − qm), i �=j, Jii = 0, (2)

where M is the number of patterns in the learning set and

qm =
N
∑

i=1

Xm
i /N is the total activity of the m-th pat-

tern.

To describe recall procedure we must introduce several
equations. The activity of neural network is determined by
iterative procedure:

Xi(t + 1) = Θ(hi(t)− T (t)), i = 1, · · ·, N (3)

where Θ - step function, and T (t) - activation threshold. The
threshold T (t) is chosen at each time step in such a way that
the level of the network activity is kept constant and equal
to n. Energy landscape can be described in terms of follow-
ing Lyapunov function

Λ(t + 1) = XT (t + 1)JX(t). (4)

Activity of Hopfield-like network with paral-
lel dynamics converges not only to point attractors
[Goles-Chacc and Fogelman-Soulie, 1985] but also to
cyclic attractors of the length two.

Theoretical analysis and computer simulation performed
by Frolov et al. [Frolov et al., 2004] completely confirmed
the validity of Hopfield-like network for binary factoriza-
tion. However, Hopfield-like network has one principal pe-
culiarity. The network dynamics converges to one of the fac-
tors (true attractor) only when initial state falls inside its at-

1 BN
n = {X|Xi ∈ {0, 1},

N
∑

i=1

Xi = n}

traction basin. Otherwise it converges to one of the spuri-
ous attractors. Thus binary factorization requires special re-
call procedure to separate true and spurious attractors.

2.2. Recall procedure

To separate true and spurious attractors we developed
two-run recall procedure. Its initialization starts by presen-
tation of random initial pattern Xin with kin = rinN ac-
tive neurons. On presentation of Xin, network activity X
evolves to some attractor. The evolution is determined by
equation (3). On each time step kin “winners” (neurons
with the greatest synaptic excitation) are chosen and only
they are active on the next time step. When activity stabi-
lizes at the initial level of activity kin, kin + 1 neurons with
maximal synaptic excitation are chosen for the next itera-
tion step, and network activity evolves to some attractor at
the new level of activity kin + 1. Then level of activity in-
creases to kin + 2, and so on, until number of active neu-
rons reaches the final level rfN . Thus, the whole procedure
(one trial) contains (rf − rin)N iteration steps and several
time steps inside each iteration step to reach some attrac-
tor for fixed level of activity.

At the end of each iteration step a relative Lyapunov
function was calculated by formula: λ = Λ/(rN) where
Λ is given by (4). The relative Lyapunov function gives a
mean synaptic excitation of active neurons. The time course
of the relative Lyapunov function along the recall trajectory
provides criterion for separation of true and spurious attrac-
tors which is based on identification of specific breaking
point. Attractors with the highest Lyapunov function would
be obviously winners in the most trials of the recall process.
Thus, more and more trials are required to obtain new at-
tractor with relatively small value of Lyapunov function. To
overcome this problem attractors with high Lyapunov func-
tion should be deleted from the network memory. The dele-
tion was performed according to Hebbian unlearning rule
by substraction ΔJij , j �= i from synaptic connections Jij

where

ΔJij =
η

2
J(X)[(Xi(t− 1)− r)(Xj(t)− r) +

+ (Xj(t− 1)− r)(Xi(t)− r), (5)

J(X) is the average synaptic connection between active
neurons of the attractor, X(t − 1) and X(t) are patterns of
network activity at last time steps of iteration process, r is
the level of activity, and η is an unlearning rate. For point
attractor X(t) = X(t− 1) and for cyclic attractor X(t− 1)
and X(t) are two states of attractor.
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Figure 1. Relative Lyapunov function λ in de-
pendence on the relative network activity r
for 15 titles of medical articles. Circles are
points of breaking which were identified as
indexes of factors.

3. Computer simulation

We tested our procedure over different examples from
literature and text collections. Binary factorization of text
documents implies that we need to find groups of highly
correlated words each of which represent one topic, and
then describe documents in terms of revealed topics. So
by means of binary factorization someone could mine from
document collection its common properties and general fea-
tures, construct rubrics and reduce dimension of documents
representation.

First, we tested binary factorization over the
list of titles of 15 medical articles presented
in [Berry and Browne, 1999]. Constructed dictionary
contains all words from the titles. The titles were trans-
formed to binary vectors with 18 component according
the rule: if a word occur in title, corresponding com-
ponent equals to 1, otherwise 0. The obtained binary
codes were stored in the network of 18 neurons ac-
cording to (2). Each trial was initiated by activation of
one of 18 neurons. Thus the total recall procedure in-
cludes only 18 trials. Only two factors were revealed
according to the used criterion see Fig.1. The first fac-
tor contains words: blood, close, disease and pressure.
The second: fast, rats, rise and pressure. It is interest-
ing that the words “culture”, “discharge” and “patients”
do not create a factor in spite of the fact that they are in-
cluded into two first titles and, hence, one can expect that
they should be tightly connected. However in these ti-
tles the word “culture” has different meaning and its
banding with words “discharge” and “patients” is not rea-
sonable. Thus we can conclude that our method could be
sensitive to the context in which the words are used.

Second we applied our method to the set of 21000 mes-
sages of agency Reuters [Reuters, 2004, Rose et al., 2002]
as well. The used vocabulary contained 5000 the most of-
ten words in the set (consequently network contained 5000
neurons). Each message was transformed to binary code de-
pendently on presence or absence of words in the message.
Each found factor was deleted from the network memory
according to (5) with η = 1. Fig. 2 demonstrates the first 10
trials which were identified as true. Circles mark the points
of curve breaking. All found factors happened to be reason-
able and mirror the content of the corresponding messages.

Our method combines words in factors not only accord-
ing to the frequency of their appearance together at the mes-
sages but mainly according to their appearance at the same
context. We see that different factors reflect different con-
texts of word utilization and different topics of news mes-
sages, while messages with the same topics are connected
with the same factors.

Two messages with highlighted words creating factors
are shown below, as an example of the point. These fac-
tors may appear in different news messages. But if in sev-
eral messages the same factors are revealed, then these mes-
sages should have the same topic. In particular, the topics
of messages from example are Japanese foreign commerce
and activity of American administration. Evidently, factors
reflect mutual meaning of the messages quite right.

˝ Message 1

U.S. ASKS JAPAN TO END AGRICULTURE IM-
PORT CONTROLS TOKYO, March 3

0,000 0,002 0,004
0

5000

 

r

Figure 2. Relative Lyapunov function λ in de-
pendence on the relative network activity r
for 21000 messages of agency Reuters. Cir-
cles are points of breaking which were iden-
tified as indexes of factors.
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The U.S. Wants Japan1 to eliminate import con-
trols on agricultural products within three years, visit-
ing U.S. Under-Secretary of State for Economic1 Af-
fairs Allen Wallis told2 Eishiro Saito, Chairman of the
Federation of Economic1 Organisations (Keidanren), a
spokesman for Keidanren said. The spokesman quoted Wal-
lis as saying drastic measures would be needed to stave off
protectionist legislation by Congress3 .Wallis, who is at-
tending a sub-cabinet-level bilateral trade1 meeting,
made the remark yesterday in talks with Saito. Wal-
lis was quoted as saying the Reagan3 Administration3

wants Japanese1 cooperation so the White House3 can en-
sure any U.S. Trade bill1 is a moderate one, rather than
containing retaliatory measures or antagonising any partic-
ular country. He was also quoted as saying the U.S. Would
be pleased were Japan1 to halve restrictions on agri-
cultural imports within five years if the country can-
not cope with abolition within three, the spokesman said.
Japan1 currently restricts imports of 22 agricultural prod-
ucts. A ban on rice imports triggered recent U.S. Com-
plaints about Japan’s1 agricultural policy.

˝ Message 2

U.S. COMMERCE SECRETARY QUESTIONS FU-
JITSU DEAL WASHINGTON, March 3

Commerce Secretary Malcolm Baldrige said he
felt a proposed takeover by Japan’s1 <Fujitsu Ltd>
of U.S.-based Fairchild Semiconductor Corp, a sub-
sidiary of Schlumberger Ltd <SLB>, should be carefully
reviewed. He told2 the Semiconductor Industry Associ-
ation the deal would soon be discussed by representa-
tives of several different government3 departments. The
Reagan administration3 has previously expressed con-
cern that the proposed takeover would make Fujitsu a
powerful part of the U.S. market1 for so-called super-
computers at a time when Japan1 has not bought any
American-made supercomputers. In addition, U.S. de-
fense officials3 have said they were worried semi-
conductor technology could be transferred out of the
United States, eventually giving Japanese1-made prod-
ucts an edge in American high-technology markets for de-
fense and other goods. Treasury Secretary James Baker re-
cently told2 a Senate3 committee the proposed takeover
would be reviewed by the cabinet-level Economic1 Pol-
icy Council.

Here terms marked 1 are contained in the first factor,
terms marked 2 are common words - contained in both fac-
tors and terms marked 3 are words contained in the second
factor. One can see that factorizations is really nonlinear as
there is nonempty set of common words.

4. Conclusion

In this work we have shown next step in develop-
ment of Hopfield based neural network capable of per-
forming binary factorization of the signals of high dimen-
sion and complexity. Advantage of our NN attempt should
be the possibility of incremental learning and capabil-
ity to analyze large multidimensional data sets. This method
is suitable for text collections analysis as shown in ex-
ample. Being applied to textual messages of agency
Reuters [Reuters, 2004], [Rose et al., 2002], result showed
not only full applicability of this method but moreover sen-
sitivity to the context in which the words were used.
Therefore we see big future potential for this applica-
tion.
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